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Abstract

The accuracy of the immersed-boundary method is investigated for the simulation of the propagation of a premixed

flame, characterized by sharp and moving interfaces separating unburned and burned gases with disparate fluid

properties. In particular, the spurious pressure fields observed when employing the cosine weighting function in previous

studies are found to be caused by the non-conservation in the interfacial region, and are removed in the present study by

using area weighting. Furthermore, the sensitivity of the front propagation velocity to the movement and location of the

flame, characterized by a discontinuous velocity profile, is substantially moderated by the use of an improved technique

based on known immersion distribution. The improved performance of the present method is demonstrated through the

evolution of the Darrieus–Landau instability. � 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Numerical simulation of flows with moving bound-

aries needs to identify the shape, location, and move-

ment of the interface in the course of computation. The

problem is a challenging one, especially for situations in

which properties change substantially across the inter-

face, the interface geometry evolves drastically, and the

front dynamics depends on the properties of the inter-

face such as its curvature and variable gradient. A

number of techniques, including those of Lagrangian,

Eulerian, and mixed Eulerian–Lagrangian, have been

developed, as documented in, for example, [9,16,21–

24,26,29] and [1]. Prominent among them is the

immersed-boundary method, originally developed by

Peskin [17] and subsequently adopted, extended, and

applied by others [1,5,10,25,27]. This method is based on

the mixed Eulerian–Lagrangian approach, and incor-

porates interfacial conditions into the governing field

equations by introducing additional source terms. Var-

ious aspects of the immersed-boundary method have

been discussed, including the basic analysis and accuracy

assessment [3,11,18]. While the interface thickness is

zero in the context of continuum formulation, in the

immersed-boundary method the interface is numerically

smeared out. To ensure that the computational strategy

is fundamentally sound, overall conservation, such as

that of mass, cannot be affected by the interface smear-

ing. In addition, the jump conditions across the sharp

interface must be satisfied globally, if not at the exact

location of the interface.

The immersed-boundary method has been exten-

sively applied to the study of drop and bubble dynamics

[10,25–27], for which a key issue is the representation of

surface tension by some suitable kernels [2,28]. With

surface tension smoothed out by the discrete d-function
and converted to a body force term, the governing

equations can be solved for the entire domain without

explicitly separating the different phases. Recently this

method has also been applied to the dynamics of flames

[19], for which a flame surface separates two media with

distinct fluid properties such as density and viscosity.

The key interfacial property here is the mass exchange

due to combustion, expressed in the form of a diver-

gence operator. The solution of Qian et al. [19] accounts
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for the density jump as well as the evaluation of cur-

vature which affects the burning velocity of the flame.

We now extend this study by investigating two issues

that have not been adequately resolved, namely: (i) un-

steady pressure evolution, and (ii) computation of the

interface velocity. As will be demonstrated, a satisfac-

tory resolution of these issues is critical for the successful

computation of the flame dynamics.

We note in passing that Noh and Woddward [15],

and Chorin [4], have developed the simple line interface

calculation (SLIC) method to track a thin flame front of

arbitrary shape, in which a marker function is advected

with the flow, while Helenbrook et al. [8] have advanced

a numerical algorithm describing the dynamics of a flame

surface without artificial smearing. Recently, Nguyen

et al. [14] have adopted a boundary condition capturing

technique, based on the level set method [22] and ghost

fluid method [6], to simulate the motion of premixed

flames, in which no special treatment is required for the

merging of flame fronts. All these methods merit fur-

ther development.

2. Numerical approach

The governing equations of continuity and momen-

tum for the flow field are [19]:

oq
ot

þr � qu ¼ 0;

oqu
ot

þr � quu ¼ �rp þr � sij;

sij ¼ lðruþrTuÞ:

ð1Þ

The procedure to solve the Navier–Stokes equations

follows the projection method described in [20], with

ðquÞnþ1 � ðquÞ�

Dt
¼ �rhpnþ1; ð2Þ

where the unprojected mass flux is defined as

ðquÞ� ¼ ðquÞn � Dt rh � ðquuÞn
h

þrh � snij
i
: ð3Þ

Taking divergence on both sides yields the Poisson

equation for pressure

r2
hp

nþ1 ¼ rh � ðquÞ� � rh � ðquÞnþ1

Dt
: ð4Þ

Here the subscript h and the superscript n, respectively,

refer to the discretizations in space and time. A stag-

gered mesh as used in the MAC scheme [7] is employed.

To solve the pressure field, the divergence of the mass

flux, rh � ðquÞnþ1, needs to be determined at each time
step. It appears as a source term at the interface, similar

to the role of surface tension in two-phase flows [28], and

can be expressed by a numerically approximated d-
function. The jump condition of a flow variable is then

expressed by the Heaviside step function, which in two-

dimension is

Hðx; yÞ ¼
Z
A

dðx� x0Þdðy � y0Þda0 ð5Þ

with its gradient given by

rHðx; yÞ ¼ �
I
L

dðx� x0Þdðy � y0Þdl0: ð6Þ

The divergence of mass flux can then be obtained

through the continuity equation

r � qu ¼ � oq
ot

¼ �Dq
Z
f

dðx� xf ÞVf dl ð7Þ

in which Dq is the density difference between unburned
and burned gases, and Vf the normal propagation speed
of the flame front at position xf . The integration is

carried out along the flame interface.

Nomenclature

dj smoothing function in 1-D

H Heaviside step function

k wave number

p pressure

q density ratio of unburned to burned gases

r distance between the flame and specific grid

line

save average burning speed

su laminar burning velocity

t time

u flow velocity vector

uave average flow velocity at the flame front

uin inlet flow velocity for 1-D propagation

uu flow velocity at the upstream boundary of

the front

Vf normal propagation velocity of the flame

x position vector

Greek symbols

X computational domain

q density

l viscosity

sij stress tensor

xi;j smoothing function in 2-D

u field variable treated by the immersed-

boundary method
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2.1. Finite d-function

In the immersed-boundary method, the d-function
is approximated by broadening its base to several grid

points, with the constraint that geometric conservation

given by
Rþ1
�1 dðx� xf Þdx ¼ 1 is satisfied. The corre-

sponding discrete form is

h
X

C

djðxj � xf Þ ¼ 1; ð8Þ

where C is the support region for the smoothing function
djðrÞ and h is the grid size. The smoothed property per
unit area can then be evaluated as

uaðxf Þ ¼
Z

Ds
ulðxÞdðx� xf Þdl ð9Þ

and the corresponding numerical approximation yields

ûui;jðxi;jÞ ¼ h
X
Ds

ûulðlÞxl
i;jðxi;j � xf ÞDl: ð10Þ

The ‘‘^’’ above a variable refers to an approximate value
and Ds is a small segment within the specific area. There
are various ways to choose the finite delta function,

djðrÞ. Qian et al. [19] adopted the cosine smoothing
function proposed by Peskin [17]

xl
i;j ¼ diðxf � ihÞdjðyf � jhÞ;

dðrÞ ¼
ð1=4hÞ½1þ cosðpr=2hÞ
; jrj6 2h;
0; jrjP 2h:

� ð11Þ

The summation of weights for all four points in the

immersed region satisfies Eq. (8).

2.2. Estimation of flame velocity

The flame propagation velocity can be evaluated by

Vf ¼ su þ uu, where su and uu, respectively, represent the
(laminar) burning velocity defined with respect to the

unburned mixture, and the flow velocity at the upstream

boundary of the front. The laminar burning velocity is a

function of the thermodynamic state of the unburned

mixture, while the flow velocity at the flame front needs

to be determined from the calculated flow field. Fig. 1

illustrates the problem under study, in which sb þ ub ¼
su þ uu and the index ‘‘b’’ designates the burned side.
Following [19], a ‘‘lumped’’ expression for flame

propagation

Vf ¼ uu � su ¼ uave � save ð12Þ

is used, in which the average flow velocity uave is esti-
mated from

uave ¼
quuu þ qbub

qu þ qb
ð13Þ

such that

save ¼ uave � uu þ su ¼
qbðub � uuÞ

qu þ qb
þ su: ð14Þ

From mass conservation across the flame, one obtains

qusu ¼ qbsb ¼ qbðub � Vf Þ ¼ qbðub � uu þ suÞ; ð15Þ

which yields

su ¼
qbðub � uuÞ

qu � qb
: ð16Þ

Consequently, the corresponding average flame speed is

given by

save ¼
2qusu

qu þ qb
¼ qusu

qave
: ð17Þ

Since the flame is a discontinuity, the velocity and

density fields are also discontinuous. Thus care is needed

in interpolating uave across the flame front; otherwise,
substantial numerical error can arise. In particular, as

will be demonstrated later, the divergence of the mass

flux, which is a source in the Poisson equation for the

pressure field, is sensitive to the interpolation error.

In the following, we present a theoretical analysis

as well as an improved numerical procedure for com-

putation of the pressure field and the rate of flame

propagation.

3. Pressure computation

3.1. Diagnosis

For simplicity, we consider a periodic flow to high-

light the issues of interest here. The boundary conditions

in the y-direction are pyð0Þ ¼ 0 and pð1Þ ¼ 0 in ½0; 1
, as
marked in Fig. 1, together with the velocity boundary

conditions uð0Þ ¼ uin and uyð1Þ ¼ 0. In the x-direction,
periodic boundary condition is imposed. In an un-

bounded domain, density, velocity, and pressure change

abruptly across the flame front, and for a stationary

flame, the computed dependent variables follow globally

Fig. 1. A simplified illustration of flame propagation. The

propagation velocity at a sharp interface can be evaluated by:

Vf ¼ su þ uu ¼ sb þ ub, where su and uu represent the (laminar)
burning velocity and the local flow velocity exactly upstream of

the front, respectively. The indices ‘‘a’’ and ‘‘b ’’, respectively,

refer to the unburned and burned sides of the flame.
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the Rankine–Hugoniot relation, as shown in Fig. 2. The

numerical solution becomes sharper as the grid resolu-

tion improves, which reduces the thickness of the

immersed boundary region. However, as respectively

shown in Figs. 3(a) and (b), the pressure across the flame

front exhibits spurious oscillations if the flame is treated

as a moving object in the computational domain, while

the velocity field remains well behaved. These results

suggest that evaluation of the source term in the Poisson

equation for pressure, Eq. (4), i.e., the divergence of the

mass flux, should be examined more carefully. To fur-

ther demonstrate this error, we employ the analytical

value of the interface velocity to compute the divergence

of the mass flux in the pressure equation, so as to ex-

clude the error from interpolation, and to test the

smoothing accuracy. As shown in Fig. 4(a), with the

cosine weighting function, spurious, periodic profiles in

the pressure field are manifested. However, if we adopt

an area (linear) weighted formula

dðrÞ ¼
1
h ð1� jrj=hÞ; jrj6 h;
0; jrjP h

�
ð18Þ

satisfying the geometric conservation law, Eq. (8), the

resulting pressure distribution is well behaved, as shown

in Fig. 4(b). To explain the reasons behind the differ-

ences observed between the two weighting functions, we

next present a formal analysis.

3.2. Analysis

The approach is similar to that of Beyer and LeVeque

[3], except that a discontinuous velocity profile across

the flame interface, instead of a continuous profile, is

considered. The flame is assumed to be initially situated

in a quiescent environment such that the divergence of

mass flux caused by the flame front generates the non-

uniform pressure field. In the projection method, with

advection (r � quu) across the flame in the velocity field,
a revised pressure distribution is established.

Consider the Poisson equation for pressure, Eq. (4),

for an initially quiescent flow. The pressure field subse-

quently generated is described by

r2p ¼ �r � ðquÞnþ1

Dt

¼ Dq
Z
f

dðx� x0Þdðy � y0ÞVf dl0: ð19Þ

Fig. 2. Computational profiles across a flame front are depicted

for pressure, velocity, density, and mass flux. Steady pressure

distribution is maintained as the flame motion is counteracted

by the incoming flow; it remains stationary in time. The

thickness of the immersed boundary shrinks as the mesh reso-

lution improves.

Fig. 3. Pressure and velocity profiles associated with a flame front moving from the right to the left with quiescent unburned gas. The

corresponding time of symbols 1–6 are t¼ 0.025, 0.05, 0.075, 0.1, 0.125, and 0.15. (a) The pressure fluctuates as the front location
relative to grid lines. (b) Since an exact pressure gradient on either side of the flame can be retrieved, due to conservative weighting, the

velocity is accurate away from the immersed boundary and the difference across the flame is constant.
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For the one-dimensional condition, it is

d2p
dx2

¼ adðx� xf Þ; ð20Þ

where a � VfDq and xf is the location of the flame front.
In the immersed-boundary method, the d-function is
approximated by discrete sources djðrÞ spread over

several grid points. Eq. (20) then becomes

d2x p̂pj ¼ adjðxj � xf Þ: ð21Þ

The original differential Eq. (20) can be solved analyti-

cally by Green’s function Gðx; aÞ, satisfying ðpxx;GÞ ¼
ðp;GxxÞ ¼ pðxÞ with suitable boundary conditions

pðxÞ ¼ a
Z

X
Gðx0; xÞdðx0 � xf Þdx0 ¼ Gðx; xf Þ: ð22Þ

The boundary conditions for G with pxð0Þ ¼ 0 and
pð1Þ ¼ 0 in the domain ½0; 1
 are Gxð0Þ ¼ 0 and Gð1Þ ¼ 0.
The solution is

Gðx; aÞ ¼ �ð1� aÞ; x6 a;
�ð1� xÞ; xP a

�
ð23Þ

such that

Gxðx; aÞ ¼ Hðx� aÞ;

Gxxðx; aÞ ¼ dðx� aÞ:

Numerically, the corresponding approximation is

p̂pjðxjÞ ¼ ah
X
k

Gðxk ; xjÞdkðxk � xf Þ ¼ aĜGðxj; xf Þ: ð24Þ

The truncation error can be estimated by comparing

Eqs. (22) and (24). We can expand Gðxk ; xj) in Eq. (24)
around xf , accounting for the jump in Gxðxj; xf Þ ex-
pressed by the Heaviside function.

If the geometric conservation law represented by Eq.

(8) is satisfied for djðxj � xf Þ, then, after some manipu-
lation, the truncation error is given by

EIpðxjÞ ¼ p̂pjðxjÞ � pðxjÞ

¼ ah
X
k

½Gðxf ; xjÞ þ Gxðxk ; xjÞðxk � xjÞ

þ Gxðxf ; xjÞðxj � xf Þ
dkðxk � xf Þ � aGðxj; xf Þ

¼ ah
X
k

½Gxðxk ; xjÞðxk � xjÞ þ Gxðxf ; xjÞ

� ðxj � xf Þ
dkðxk � xf Þ

¼ ah
X
k

½Hðxk � xjÞðxk � xjÞ þ Hðxf � xjÞ

� ðxj � xf Þ
dkðxk � xf Þ: ð25Þ

External to the immersed boundary, that is, jxj � xf j
P kh, where kh is the support area for the discrete
source djðxj � xf Þ which diminishes outside the bound-
ary, the summation inside the bracket of Eq. (25) yields

xk � xf upstream of the flame ðxj � xf 6 khÞ, and zero
downstream of the flame ðxj � xf P khÞ.
Fig. 5 illustrates the main features of the above

analysis. At this stage, the immersed boundary smoothed

by the cosine weighting function is inherited with an

error of order h. Furthermore, the magnitude of the

error depends on the relative position of the front within

a computational cell. Outside the immersed boundary

region, the error appears in the upstream of the flame

front (Fig. 5(a)) where the Neumann boundary condi-

tion is assigned at the inlet. It is noted that the pressure

on the right boundary is fixed while that on the left side

is determined by integrating the pressure gradient across

the flame. The periodic behavior in Fig. 5(b) is revealed

Fig. 4. The pressure profile associated with a flame front moving from the right to the left with quiescent unburned gas. The solutions

are shown with equal time increment of 0.025. The analytical value of the propagation velocity is employed. (a) The cosine weighting

function causes the upstream pressure fluctuates periodically as the front position relative to grid line changes. (b) The area weighting

causes the pressure difference across the flame to remain steady.
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from Eq. (25), in which the error is reduced by half when

the number of grid points is doubled. This indicates that

the error is OðhÞ. On the other hand, the exact solution
can be obtained using the area weighting function, Eq.

(18), since its linear compensation leads to

X2
k¼1

ðxk � xf Þdkðxk � xf Þ ¼ 0: ð26Þ

The error shown in Eq. (25) thus becomes zero. The

above analysis establishes that an error arising from the

smoothing procedure can significantly affect the accu-

racy of the solution. With this background, issues re-

lated to the pressure computation are discussed next.

3.2.1. Local acceleration of fluid element due to transient

pressure driving

The initial pressure ramp just described causes local

acceleration of the fluid element. Since the initial ve-

locity is zero and there is no advection, the momentum

equation at this step becomes

q̂qûu1j � q̂qûu0j
Dt

¼ �dxp̂pj; ð27Þ

where q̂qûu0j ¼ 0. The error associated with the computed
pj is transmitted to uj by

kq̂qûuj � quðxjÞk1 ¼ Dt � dxp̂pj

���� � dp
dx

ðxjÞ
����
1

: ð28Þ

Here the analytical pressure gradient can be expressed

by a step function

dp
dx

ðxÞ ¼ aHðx� xf Þ ¼ a
Z

X
Hðx� x0Þdðx0 � xf Þdx0 ð29Þ

with the discrete form being

dxp̂pjðxjÞ ¼ ah
X
k

Hðxj � xkÞdkðxk � xf Þ: ð30Þ

The error induced by the immersed boundary treatment

is then evaluated as

(a)

(b)

Fig. 5. Computed pressure characteristics with different weighting functions. (a) The pressure ramp is computed exactly with area

weighting (pa ¼ p0) while the cosine weighting function renders an error of OðhÞ in the left plane. (b) Periodic errors of the pressure in
the left plane is OðhÞ with cosine weighting.
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EIIp ðxjÞ ¼ dxp̂pjðxjÞ �
dp
dx

ðxjÞ

¼ ah
X
k

Hðxj � xkÞdkðxk � xf Þ � aHðxj � xf Þ

¼ ah
X
k

½Hðxj � xkÞ � Hðxj � xf Þ
dkðxk � xf Þ:

ð31Þ

Eq. (31) indicates that an error of Oð1Þ in the pres-
sure gradient is generated within the immersed area,

whose magnitude varies with the front position relative

to the grid lines. The error is then propagated by the

mass flux, as shown in Eq. (28). It is noted that the

pressure gradient external to the immersed boundary

region is exact for any smoothing function satisfying Eq.

(8) because the conservation of discrete sources in the

Poisson equation for pressure, Eq. (21), recovers the

analytical jump condition. Therefore the mass flux can

be calculated correctly on both sides of the flame, with

smooth transition in the flame region. Consequently, the

velocity difference across the flame front can be retrieved

accurately to that held by a sharp interface and is not

affected by the flame motion, as shown in Fig. 3(b).

3.2.2. Final balanced state for momentum conservation

The final pressure field can be obtained by balanc-

ing the pressure with the well-evolved velocity field

as mentioned. Neglecting viscous and body forces, the

momentum equation resumes the original nonlinear

form

oqu
ot

þ oqu2

ox
¼ � op

ox
ð32Þ

through which the error for the pressure computation

can be estimated. The jump condition across the flame

front can be recovered by direct integration of Eq. (32)

o

ot

Z þkh

�kh
qudxþ Dqu2 ¼ �Dp ¼ pu � pb: ð33Þ

Since the second term can be calculated exactly, as elu-

cidated in 3.2.1, the error in the pressure difference is

induced by the first integration

EIIIp ðxjÞ ¼ Dp̂pjðxjÞ � DpðxjÞ

¼ o

ot

Z þkh

�kh
ðqu� q̂qûuÞdx

¼ �ahDt
o

ot

Z þkh

�kh

X
k

½Hðxj � xkÞ

� Hðxj � xf Þ
dkðxk � xf Þdx: ð34Þ

The integral in Eq. (34) represents the difference in

the underlying areas between the theoretical step profile

and the immersed distribution of the mass flux (or the

pressure gradient, related by Eq. (28)) in the qu ver-
sus x plot (or rp versus x), which is OðhÞ after com-
bining with the coefficient h in the expression.

Consequently, for Oð1=hÞ temporal variation, the com-
putational error in the pressure jump becomes Oð1Þ if
the cosine smoothing function is adopted, with the

magnitude varying with the relative front position in a

computational cell. This analysis is supported by Fig. 6,

and provides an explanation for the evidence of oscil-

lations shown in Fig. 4(a). However, when area

weighting is used, such an error is not introduced be-

cause the temporal variation of the integral in Eq. (34)

becomes zero, as shown in Fig. 4(b).

3.3. Conservation in the immersed boundary region

As illustrated in Eq. (21), if the discrete source djðrÞ
satisfies Eq. (8), the pressure gradient determined from

the immersed-boundary method can recover the ana-

lytical values on both sides of the flame front. The

pressure jump, however, depends on the integration of

the pressure gradient through the transition layer and is

closely related to the distributed shape. Area weighting

can preserve the global pressure variation because

the weight of the smoothed source at the grid point

ahead of the flame, multiplied by the distance of its re-

gion of influence, is identical to that of its counterpart

grid point behind the flame, as implied by Eq. (26). The

integral hence recovers the exact value described by a

step function. One can easily demonstrate this from the

geometric conservation for the distributed area in the

rp � x relation. Specifically

Dplinear ¼
Z f

�kh

dp
dx0
dx0 þ

Z þkh

f

dp
dx0
dx0

¼ 1
2
ahd1ðx1 � xf Þðxf � x1Þ

þ 1
2

ah½d1ðx1 � xf Þ þ 1
ðx2 � xf Þ

¼ ahðx2 � xf Þ

¼ dp
dx

	 
�

jx1 � xf j þ
dp
dx

	 
þ

jx2 � xf j

¼ Dpstep; ð35Þ

where x1 and x2, respectively, represent the grid point
ahead and behind the flame location, xf , while ðdp=dxÞ�
and ðdp=dxÞþ correspond to the values at the two ends
of the step profile.

The non-conservative issue might not have occurred

in studies on, for example, droplet and bubble dynamics,

in which the singularity arises from surface tension. The

global integration of the momentum equation recovers

the boundary condition at the interface [24], whereby the

pressure variation across the immersed zone is balanced
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by the specified surface tension. In the present situation,

however, the singularity is generated by the divergence

of mass flux, which needs to be computed as part of the

solution.

There is an additional geometric requirement in the

choice of the smoothing function, namely

h
Xn

j¼1

Xj

k¼1
dkðxk � xf Þ �

1

2
¼ jxn � xf j

h
; ð36Þ

where xf is chosen to lie in ½xj; xjþ1
. Eq. (36) simply
states the equivalence of the numerical integration

across the interface and the analytical distribution,

which is a step function. It is exactly the integral in Eq.

(34) derived from the error analysis. Alternatively, one

can express the identity of the evaluations on both sides

of the flame front, i.e.

h
Xj�1
k¼1

ðjxk � xf j þ jxkþ1 � xf jÞdkðxk � xf Þ þ ðxj � xf Þ2

� djðxj � xf Þ ¼ h
Xn

k¼jþ1
ðjxk � xf j þ jxkþ1 � xf jÞdkðxk � xf Þ

þ ðxjþ1 � xf Þ2djðxj � xf Þ: ð37Þ

Without satisfying Eq. (36) or Eq. (37), the pres-

sure profile exhibits a periodic behavior corresponding

to the relative front location, as shown in Figs. 4(a)

and 6.

4. Propagation velocity of flame front

4.1. Oscillating flame propagation

The previous discussion is directed at the diver-

gence of the mass flux embodying a given flame propa-

gation velocity. In reality, the propagation velocity

often needs to be evaluated based on the numerical so-

lution of the flow field and the burning velocity of the

mixture. In [19], averaged flow and flame velocities,

obtained through interpolation, are used to calculate the

movement of the interface. Specifically, the field prop-

erties at the interface are interpolated by using the d-
function, i.e.

uðxf Þ ¼
Z

X
uðxÞdðx� xf Þdx: ð38Þ

This is the inverse process of immersion in Eq. (9), which

is evaluated for conservation in unit area (in 2-D), from

the interface to the grid points. The discrete form leads

to

Fig. 6. The developed pressure (pu) at the unburned (upstream) side of the flame front fails to converge to the analytical value if the
cosine weighting function is used. It fluctuates periodically as the flame front moves within the cell, and the amplitude is independent of

the mesh resolution.
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ûuðxf Þ ¼ h
X
j

ûujðxkÞdjðxj � xf Þ: ð39Þ

However, we have found that substantial error is asso-

ciated with such an interpolation process. The error

accumulates in the course of iteration and can substan-

tially degrade the solution accuracy. Together with the

inaccuracy from the pressure calculation, such as that

shown in Fig. 4(a), a large solution error results, as il-

lustrated in Fig. 3(a).

To better understand this issue, we start from the

correct velocity field, in which the divergence of the mass

flux is evaluated with the aid of the area-weighting op-

erator, Eq. (18). Then, we employ either Peskin’s cosine

weighting function or a linear (area) weighting function.

As shown in Fig. 7(a), both treatments result in notice-

able error, with the linear weighting function being

worse. Furthermore, as shown in Fig. 7(b), the ampli-

tude of the error is independent of the mesh resolution,

indicating that the solution of the treatment based on

[19] is only zeroth order accurate.

4.2. Error analysis

The interpolation involves approximating the inter-

facial variable by a discrete smoothing function, as

shown in Eq. (39). Consider the mass flux qu, designated
as u, which changes as a step function across the flame
front. The value at the jump can be defined by the av-

erage, ðuþ þ u�Þ=2, which is described by the rigorous
relation

uðxÞ ¼ u� þ Hðx� xf Þðuþ � u�Þ

¼ uþ þ u�

2
þ u� � uþ

2
þ ðuþ � u�ÞHðx� xf Þ:

ð40Þ
The discrete step function can then be approximated as

that for Eq. (30)

ûujðxjÞ ¼
uþ þ u�

2
þ u� � uþ

2
þ ðuþ � u�ÞĤHjðxj � xf Þ;

ĤHjðxj � xf Þ ¼ h
X
k

Hðxj � xkÞdkðxk � xf Þ: ð41Þ

Fig. 7. The velocity of a flame front varies with its position relative to grid lines. (a) Different interpolations are compared with the

analytical value. (b) The interpolation error is independent of mesh resolution but strongly correlates with the relative location of the

flame front within a computational cell. For the case of 20 grids in domain size 1, the interval of 0.05 is a cycle for a marker to traverse

a cell.
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The discretization error then becomes

ûuðxf Þ � uðxf Þ ¼ h
X
j

ûujðxjÞdjðxj � xf Þ �
uþ þ u�

2

¼ ðuþ � u�Þ h2
X
j

X
k

Hðxj

"
� xkÞ

� dkðxk � xf Þdjðxj � xf Þ �
1

2

#

¼ ðuþ � u�Þh2
X
j

X
k

Hðxj



� xkÞ �
1

2

�

� dkðxk � xf Þdjðxj � xf Þ: ð42Þ

Eq. (42) demonstrates that the error is periodic and

Oð1Þ, which is consistent with that shown in Fig. 7. If u
is continuous and smooth, Beyer and LeVeque [3] have

proven that the truncation error, for any smoothing

function satisfying Eq. (8), is at most OðhÞ. Second order
accuracy can be attained if Eq. (26) is also satisfied. In

the present situation, however, the average at the jump is

to be approached, which is not associated with any

distinct location in the immersed boundary. Therefore,

as the front moves within a cell, the interpolation in

Eq. (39) is influenced by the sweeping throughout the

smoothed zone and periodic error occurs. As shown in

Fig. 7(a), the performance of area weighting is less sat-

isfactory than that of cosine weighting because it is in-

terpolated by employing only two points, while the

smoother distribution at four points carried by the latter

can somehow moderate the spatial variation.

4.3. Improved approach

Based on the above discussion, it is clear that a sat-

isfactory weighting function, in addition to Eqs. (8) and

(26), needs to satisfy

X
j

X
k

Hðxj � xkÞdkðxk � xf Þdjðxj � xf Þ ¼
1

2
: ð43Þ

We have developed a scheme, based on the area

weighting function, to compute the mass flux, as shown

in Fig. 8. Specifically, for a simple area weighting, the

immersed boundary extends to only two cells connecting

three velocity nodes (which are also used for mass flux

computation) and the central value is proportional to

the weight distributed to the contiguous pressure node

ahead of the interface (on staggered grids). Divided by

the weight, it recovers the difference between the two

sides and the average at the jump can be obtained ex-

actly. To accomplish this, we need to know the relation

between the front location and three constituted velocity

nodes. Two structures are sketched in Figs. 8(a) and (b).

The averaged mass flux at the sharp interface can be

calculated from the general form

u1=2 ¼ uu þ ðub � uuÞHðxp � xf Þ þ
1

2

u2 � u1
dpðxp � xf Þ

� ½Hðxf � xpÞ � Hðxp � xf Þ
; ð44Þ

where u1 and u2 designate values at neighboring velocity
nodes enclosing the interface, and xp and dpðxp � xf Þ
refer to the position and weight of the closest pressure

node. These nodes can be found easily. By this analytical

recovering, uave can almost approach the exact value,
shown as the centerline in Fig. 7, with an error having an

order around 10�10.

5. Simulation of Darrieus–Landau instability

To demonstrate the applicability of the improved

scheme in two-dimensional flows, we adopt the test

problem of [8] and [19] for the evolution of Darri-

Fig. 8. Schematic of the recovering approach to interpolate the average mass flux at the interface. By linear weighting, a divergence of

the mass flux at the interface is distributed to two surrounding grid points, whose quantity is proportional to the relative distance of the

complementary part. Two structures are distinguished according to Eq. (44). (a) The flame front xf is located between first and second
velocity nodes, where u1 ¼ uu and u2. (b) xf is located between second and third velocity nodes, where u1 ¼ uðxjþ1=2Þ and u2 ¼ ub.
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eus–Landau (hydrodynamic) instability [12]. Separating

two media with different densities and under the condi-

tion that the laminar burning velocity is constant, the

flame front is inherently unstable. From linear stability

analysis [13], the growth rate of a perturbation to a

planar flame is given by

Fig. 9. The Darrieus–Landau instability simulation. (a) A sinusoidal perturbation of wave number k ¼ 5 is initiated, with an amplitude
10�2 in unit of the wavelength, with a density ratio q ¼ 5. The time of each curve corresponds to the ‘‘�’’ symbol in the lower graph. (b)
The growth rate is compared in logarithmic scale to the analytical prediction.

Fig. 10. The flow field at a later time (t ¼ 0:2) after initially perturbed with a large sinusoidal wave (Amp: ¼ 0:2; q ¼ 5) resolved by
40� 200 grid points. (a) Velocity vectors across the flame front. (b) Profiles of the pressure and velocity (v component) along the
centerline in y direction.
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x ¼ km=qb
1þ q

"
� 1þ 1

	
þ q� 1

q


1=2#
; ð45Þ

where k is the wave number, q the density ratio of un-

burned ðquÞ to burned gases ðqbÞ, and m is the mass flux
with a dimensionless value of unity.

The parameters adopted here are identical to those

used in [19], with qu ¼ 1, qb ¼ 0:2 (for q ¼ 5), lu ¼
0:011, lb ¼ 0:035, and su ¼ 1. These values are based on
methane/air flame propagation at atmospheric con-

ditions. An inlet flow with unity speed is inputted to

anchor the flame evolution at the center of the compu-

tational domain. Before launching the front develop-

ment, the steady-state solution corresponding to the

original flame configuration is obtained to serve as the

initial flow field. Fig. 9 shows the evolution of a sinu-

soidal wave initially triggered with an amplitude of 10�2

in unit of the wavelength in [2p=5; 2p=5] resolved by
60� 60 grid points. Various density ratios are imple-
mented. The numerical trend agrees well with the linear

analytical prediction. Nonlinear effects, however, reduce

the agreement at later times, particularly for higher

density jumps associated with larger growth rates.

The numerical error is aggravated by hydrodynamic

instability, especially for large-amplitude disturbances.

In order to minimize the numerical instability, we have

adopted a smoother area weighting by four points [3] to

simulate the evolution of a perturbation with large am-

plitude

dðrÞ ¼
1
4h ð2� jrj=hÞ; jrj6 2h;
0; jrjP 2h;

�
ð46Þ

where the staggered set of two points share half of the

total weight so that Eq. (8) can be satisfied. Meanwhile,

Eq. (26) can be satisfied as well and no error for pressure

computation is introduced. A similar evaluation as Eq.

(44) for the interface velocity based on four grid points

has been employed.

To eliminate the influence from the boundary con-

ditions in the finite domain for the present problem of

flame evolution with significant topological variations,

the computation is performed in a domain with ex-

Fig. 11. The pressure field at a later time (t ¼ 0:2) after initially perturbed with a large sinusoidal wave (Amp: ¼ 0:2; q ¼ 5). The
corresponding contours and flame front are projected on the bottom plane.
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tended size in the propagation direction ðyÞ, e.g., in
[2p=5; 2p]. It ensures that no spatial variation in the
transverse direction ðxÞ is introduced at the Dirichlet
boundary with p ¼ 0. The results are shown in Figs. 10
and 11 for the velocity and pressure profiles. The ve-

locity vectors (Fig. 10(a)) illustrate convergence of

the flow toward the cusp and the subsequent diver-

gence downstream of the flame, conserving mass flux

upon gas expansion. The corresponding pressure field is

shown in Fig. 11, which depicts a decreasing trend

through contraction of the flow passage toward the

cusp. The profiles along the centerline (Fig. 10(b)) reveal

an extremum at the cusp, which results from the con-

vergent–divergent characteristic of the streamline. The

negative pressure gradient in the burned region dem-

onstrates the significance of the unsteady effects of the

flow, excited by substantial growth of the hydrodynamic

instability.

6. Conclusions

Accuracy of the immersed-boundary method for

simulating the dynamics of premixed flame has been

analyzed and improved. To account for the jumps in

pressure and velocity profiles across the flame, the pro-

posed treatment satisfies the geometric conservation

laws to prevent the appearance of spurious solutions in

the pressure field caused by the moving front. A nu-

merical analysis is presented to evaluate the performance

of alternate smoothing functions. It is shown that area

weighting prevents pressure oscillations while cosine

weighting is inherently prone to such an error.

Furthermore, it is demonstrated that since flame

propagation requires evaluation of the local flow velocity

at the sharp interface, use of the conventional procedure,

with either the cosine or area weighting function, intro-

duces errors of Oð1Þ. An improved method based on the
known immersion distribution is proposed, yielding

the appropriate propagation velocity at the front with

the discontinuous velocity profile. The modified scheme

has been tested for steady and unsteady planar flame

propagation, as well as the evolution of Darrieus–

Landau instability. Satisfactory results are obtained,

indicating that the improved treatments proposed herein

can properly describe fluid flows involving moving fronts

and property jumps.
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